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ABSTRACT
_Earth Resources Survey Systems are uscd to gather

4nformation to help government, private or foreign
users with statutory or other requirements to solve
problesns or manapge resources, These systens.consist
of remote sensors in aircraft or spacecraft, data
formatting and telemctry links, preprocessors,
extractive precessors, and wser applications nedels.
Remote sensors Teopister attributes of the terrain
belng covered., The sensor data may be relayed to
ground facilitics through telemetry links. At che
facilities, preprocessing and extractive processing
are performed, to extract information from data.
Finally, uvser applications models are used to relate
fnformation outputs from the extractive processing,
and ancillary data, to the user in terms most meaning-
ful to him. .

With the lawnch of the ERTS-1 satellite inm July
1972, the ability of remote sensors to collect periedic
multispectral data was significantly increased over
“the previous and continuing airborne sensor capability.
The potential of coverage of a given site on the
earth every 18 days. facilitates change detection and
opens up passibilities of analysis techniques wsing
the time signature of remote seasible terrain attri-
“butes, Finally, the ability of the ERTS system to _
synoptically view 100 n rmi? "frames" (with 7.2 x 10°
ramples per frame) facilitates surveys of large areas,
‘gsad becausc of this capability, more users of Eaxth
‘Resources System data are actively interested.

At the sane time however, considerable strain

is being put on the existing preprocessing and

extractive processing hardware and methodology because

of the potential of ERTS for spectral-spatial-temporal
. snalyses, because of the high data rates invelved,
because of the neoed te correlate data with existing

airborne sensors for the high spatial resolution view
. oftea tequired, and becausc of user-irkposed timeliness

requiresents. Additionally, considerable developrent

of the usor applications medel arca is reguired if

the full potential of Earth Resources Systems to
deliver cost-bencficial results is to be achieved.

At ERIM, we have been explering for tem years the
utility of remote sensing data o various uwaturad
resources proeblems, te develeping the systenm method-
ology and hardwarc necessary to rapidly provide
grcurate informatien to users at low cost, and
daveloping user applications @odels to enhance the
vzlue of Earth Rogsources System data, Some recent
developments in extractive processing methodolopy and

rhg;dwnrc and in user applications model develapmeant
.arc the subject of this paper.

Techniques feor spectral-temporale=spatial proces-
sing were developed to permit merc reiiable recopni-
tion aof clasges of vegotation and other torvraim
catcgories with distinctlve time-varying spectral~
spatlnl slgnaturcs. Esgmples of wetlands mepping and
lond Yesource inventory will be presented and discussed.

To perform matractive processing rapldly to meet
ener timeliness requiremeats, a hiph speed parallel
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from satellites is definitely here to stay.
because of. its wide area coverage, has renewad the

digital special purpose processor MIpAs (Multivariace
Interactive Dipital Analysis System} is being devcloped
at ERIM under NASA funding., This prototype processor
will {implement maximum likelihood classification, with
versatile data processing, at rates comparable te the
data collection rate of ERFS. tThe design philosophy

of this processotr will be discussed in this paper.

Last, an oxample of a user model developed to
predict the yearly preduction of mallard ducks, an
important migratory waterfowl, from remote sensing
and ancillary data, will be described.

INTRODUCTION

with the launch of the Earth Resources Technology
Satellite (ERTS-1} in late July 1972, the attention
of over 300 ¥ASA-funded scibntists focused on the
application of data from the return beam vidicon {(BBV)
and mulrispectral scanner (458) to earth rcsources
problems in the United States and throughout the
world. For those of us involved in the design of
protetype earth rescurces systems Lo assist in resource
management, ERIS provided a synoptle, hopefully
periodic, broad scale laok at the earth's resources
attainable only with great difficulty from previously
available aircraft sensors. ’

While data from airecraft sensors will still be
sought and used by resource managers because of its
relatively high spatial reselution, ERTS-like data
ERTS,

interest of resource menagers in operational eart
resource systems which can supply them datz on a
routine basis, TFor systems designers, this is a
thallenge for three reasons: 1) The data-rate {rom
earth resources sensor systems increased by over an
order of magnitude with the launch of ERTS-1, creatisg
problems of data acquisition and processing; 2) the
demands for timely information from anm earth resources
system call for throughput requirements at least four
orders of magnitude greater than can be obtained with
currently implemented alporithms on general~purpose
dipital computers;. 3) what is easlly extracted from
the data by current processors is often not digestible
to users, An cnzyoatic user model must be developed to
m complate,

To discuss these points in more detail, first
refer to Fipure 1, which is a famllier block diagram
of a typical earth resources survey systom. The
system Yepins with a sensor viewing phenomena of the
terrain or ocecan. If the’ sensor is a multispeetral
scanher, the ohservod phenemena are the reflected or
emitted spectral radiance of the scenc.  Sensor data
is collected frum vemete platformz (hence the name
temote sensinp), so some methed of data sterape and
telemetry are rvequired. The next step in the system
is peometric amd radlemetric preprocessing to permit
production of @ map-like renditiea of the true
radignce of the tevrraln, The poal is to redvee the
distortions of geonctry and of radionetric fldelity
to negligiblie levels for further processing and
analys(s. This gtep in tie precedwore mey fequire
ancilbary inferedtion (c.p., knowledge of spacccraft
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FIGURE 1. TYPICAL EARTH RESOURCES SYSTEM

attitude and pround "control points" for performing
geometric conucctions and knowledge of atmospheric
propertiecs for connection of radiometric errors)i
The accuracy and scanner sensitivity to viiich these
corrections nust be performed are dependent on the
application being addressed, and may vary widely.

The next step In the system is extractive proces—

sing, desipned to extract information pertinent te

the user from the data. For example the user may wish
to know how mauy lakes there are in Minnesota (claims
“of 10,000 not withstanding), and extractive processing

could be used to map all water bodies and count them.

The next step in the system is the user model. It
is a erucial step because it translates the information
extracted from the remote sensing data, adds ancillary
information that a user may have at his disposal, and '

"greates a product vhich can help a user make a

decision, For example, suppose the previously

mentioced user wanted to estimate the migratory water-
fowl produced in Minnesota. Because thasc bixds nest

i{n or ncar wvater, the apount of water prescnt iz an
important but not the only variable. The number of
waterfowl present to breed is important, as are the

food supply and predaror information,

variahles are required to caleulate the number of

pigratory waterfowl.

Carrying this exarple a bit further, the user may .
want to know the number of waterfowl to be able to set
hunting limits in the fall, He will need to consider
other ancillary informatien, such as what neipghboring
etates arc doing, before making a decision.
the user's decision model.

We do not want to convey the impression that user
and decision models are necessarily formal, mathemati=~

eal todels implerented on computers. Rather these
models arc more nearly well defined procadures that

managers follow to arrive at conclusions or to convert-
earth resources processed data to a form they caun use.

These ancillary

This is

The trend is to increasing formalism and mathermatics

in user models where inputs and outputs arc usually
quantifiable, Deeisden modeols, with their typical

socio-ccononic anecillary inputs, probably will seidom
be formalized to the stage where computer implementa-

tion is feasible.

With this perspective on an ocarth resources
gystein, 1t is perhaps pertinent to point out that

with increasing dewelopﬂant of hiph data rate scnsors

{by BASAY and of user interest

gystem in rmore timely fashion (to have maxinun inpact
an decisions, infornation must be timely), the sgueceze

i5 on the middle of the system

in outputs [rom the

{preprocessing,

extractlve processing, and user nodel areas,} In

the remainder of the paper we

consider sone receont

advancements in extractive processinp and preprocessing
and in user model development which we fecl begin te
close the pap between the sensor's gbilitles to collect
data and the user's desires to digest it, and the
ability of cxtractive processing systems Lo keep up
with the data. o e

DEVELOPMENTS 1N PREPROCESSING AND EXTRACTIVE PROCESSING

Detection and discrimination of an object by
nultispectral sensing requires differcnces im the
radiation received from the object and its surroundings.
This radiation "contrast" is due to differcnces in
reflectance, cmittance, or temperature between the
object and its surroundings.

Discrimination means devising a decision rule,
based on measurements from a sample fron cach of two
or more given classes, which will enagble us to assipgn
new samples to the correct classes when we do not koow
to which they belong. Classificatjion means to assign
samples into groups which shall be as distinct as
possible, In discrimination the existance of the
classes 1s given; in classification it is a matter to
be determined. Supervised learning or discrimination
should achieve greater efficiency because it takes
advantage of available human knowledge and intelligoace.

" In some cases, such human assistance is not possible,

and an unsupervised learning appioach may be required.
The user defines which process is employed. Having
made the distinction we use the terms interchangeably.
The terms identification and recognition wiil also be
employed for convenience.

Basie to this process of discrimination 15 the
concept of a signature. In general, a signature is any
collection of observable features of a material or its
condition that can be used for precisc classification,
The features that make up a sipnature may all be
observed simultancously or in a seocnence of observa-
tions spread over a consideradble time period.

A basic element of spectral informatien extraction
is the rcalization that specctral signatures cannst be
completely deterministic. That is spectral reflecti-
vity and emisszivity measurcrents of natural ebjects
exhibit some dispersion around a rean value (i.e..
spectral sigpnatures are statistical in character).
Thus, as we will use the term, a spectral sipnature is
a probability density fuactien (or sct of such fuactions)
which characterize the statistical attributes of a
finite -set aof observations of a material and can be
used to classhfy the material er its cenditien te soute
depree of fincoess.

" At the basis of discrimination theory is the

nocossity to realide that oprimum discrimination
techniques require not only tiat the proccdures be

B ‘;W-w
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tallored to recopnize the ftem or material of interest,
but also simultaneously, that they be tailored to
reject other items or materials that lie in the vielinity
of the desired materials but that are not of Interest,
f.e,, the backgrounds in which the items of interest
are embedded. Two types of crror are possible:
fallure to classify all of the desired class actually
present as that class and nisclassification of other
classes as thar class., Photo interpreters commonly
call these errors of omission and commission, respec—

- tively. :

Examination of reasurements of the spectral
reflectivity and enissivity of raterizls can aid in
the developrent of cffective diserimination proccdutres
by providing imsight into the basic optical properties
of the materials of interst and their naturgl vari-
abilicy.

The key to nultispectral recognition is invariance,
For example, it is desirable that the classification
assipned to an object or pattern of interest be inde-
pendent of .the position of that object in the field of
view, the aspect at which it is viewed; the background
apainst which it is seen, partial obscuration of the
_object, minor changes within a ¢lass, and changes in
{llumination or atmespheric condition. It is not too
difficult to provide any one of these invariances. To
provide all of the desired invarilatces with a practi-
cal amount of hardware, however, requires that the
preprocessing and feature extraction mechanism extraect
the essence of the classes to be identified,

In a multispectral recopnition system, five majerx
-functional divisions must be considered. The input
plcture element or pixel is a vector quantity made up
of many cowpenents hence the dimensionality of the
input space may be large.

: The purpose of signal conditioning, or "preproces—
- sing" is to provide data preparation and handliag,

© . to provide geometric and radiometyiec correction, to

provide a convenicnt input format, to provide invari-
ance, to provide in nany cases a rcduction in the
dimensionality of the input data, and most importantly,
to emphasize or enhance aspects of the input signal
which are deemed important,

An slmost universal approach to recognition 1s to

" extract propertics or features from the oripinal
signal, and to perform the recopgnition on the fcature
profile of the input signal, This scrves several
functions., First, by reducing the input pattern to its
essential features, the memory required for storing

the signatures is reduced. Sccondly, by reducing the
iuput pattern to independent features, a considerable
amount of invariance to exact form is obtained,
Finally, a depgrec of invariance to noise and background
may be achisved.

Most decision mechanisms are basecd on multivariate
discriminate analysis that partitfions measurcment
‘space on the basis of the training set signatures which
then allows a decision to be mazde for an appropriate
classification for each input pixel.

The function of display is attendant with each and
every one of the other functions of a multispectral
processing systen as one facet of ‘the man=-nachine
interaction., Interzetive controls and commands allow
the intervention of the operater to direct that certain
thinps be done which would not otherwise be done auto-
patically. .

“ but alse for research and developrment,

The Multivariate Interactive Dipital Analysis Svstem
(MIDAS) systen is an attempt to solve the prublam -

of real time miltispectral data processing fa an opera-
tional system,
the initial design and operation of the M-7 scannar and
processing equipment at ERIM over tem years afo. A
real-time processor (SPARC - SPectral Analysis and
Recognition Corputer) was completed ia 1967, allowing
parallel decision operations using a nultivariate maxi-
pum likelihood algorithm thus making possitle for the
first time, rapid processing of 12-band data {Ref., 1)}.

-1t was evident that a considerable amount of assistance

and time was needed by the user in setting up such a
pmachine and controlling its operation. This led to

the evaluation of a hybrid system employing a general-
purpose digital computer for control by the uscr of the
system (Ref. 2). Processing of rewmotely sensed data is

. an interactive process in which the man and machine
. must, in fact, be considered as the real processing

system.

This is not apparent in general purpese corputet
processing systems using software classifiers siuce the
machice is so slow by comparison to parallel ditftal
approaches that an operator Is easily able to keep nhoe

with the task (hours or days 1s the normal time imtezvid!.

In this MIDAS system, where the parallel-pipeline
processor is substantially faster, the timez voquived by
an operator is three or foyr times longer than that
used in processing. Inerezses in proccssor speed will:
then provide little improverent in throughput. T
beeomes evident that well desigaed, interactive display
and control subsystems will, in reality, offer the
greatest gains in throughput.

From another point of view, the objective of

providing greater speed also provides much lower cost.

This 1s true directly for the operational situaticn
It has been
estimated that processing cests in an operational
system can be reduced by about a factor of tweniy or
more from some present day feasibility processing
costs. ! L .
The overall system hardware is shown in Figure 2.
The MIDAS system (ref. 3) consists of several princi-
pal subsystems: the general purpose computer (DEC-PDE-

11/45), used for analysis and contrel but not preproces-

sing or classificaticn, the classifier, the preproces=
sor, the ioput subsystem, the control subsystem, and
the output displays. Of these, the PDP-13:/45 cemputer,
the classifier, the control system, and part of the
input system have been designed and tested in the

first year of the NASA AAFE supported program. The
remaining units to. be added are indicated as cross
hatched blocks in Figure 2,

The input subsystem inputs data stored en 1) High
Density Digital Tape (HDDT), 2) Computer Cempatible
Tape (CCT), and 3) Analop Tape. The NDDT input is the
priuncipal input medium because of its high data rate
and digital fermat, Data stored on HDDT's at 20,000
bits per inch andplayed back at 120 inches per sccond
gives a data rate of 2.4 megabits per secend channel.
For ten chamnel data this is a bit rtate of 24 magabitg
per sccond, Another advantage of HRDT Is the etFicient
storapge of data and a BASA standard format for Earih
Recources Surveys has been recemmgnded. The data
contained on an NDDT may be os much as on fifey CCT's.

The second Input medium s a 7 or 9 traeck multi-
dengity CCT. The svallability ef data from many
sensers on a commen format is desirable, heowever, the
tine to produce sych tapes from the oripfaal data has
been quite long and may make the data out pof datc.

We have been aware of this problem since
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The data rate from CCT is at least an order of magni-
_tude below the system capacity. A 58 megabyte disk is
provided on the PDP-11/45 for data storage and storage
of classification results.

‘ The third medium of data input is from analog tape
through the use of wultiple A/D converters., Although
this iz an efficient data storzge medium capable of
maximum data rate for the MIDAS system, it appcars as
the third choice because few MSS systems record data
in this form.

The preprocessor performs signature extension
preprocessing caleculations as needed., These are:
1) ealculaticn of scon angle correction functiams,
.both additive and multiplicative; 2) selecting and
calculating channel ratie transforms, and 3} calecula-
ting a linear dimension reduction transform.

The calculation of scan—angle correction functions
is a step normally required (ref. 4) to remove path
radiance or other atmospheric and angle dependent
variatioons,

Ratio transforms {ref. 5) may be used in pre-
processing to provide data which is relatively insensi-
tive to illunination and transmission variations, where
transference of signatures from one frame to ancther
is desired, or vhere spectral fcatures can be enhanced,
There is no ¢lear-cut means of examining a data set
to decide, im a priori wmanncr, which of several possible
transforme is neceded for a particular scene. The
mothod used would norwally be one in which cach of
several transforms are perforced on the training sets
and the resulting data is tested for the optimal.
probability of corrvect classification using the
training sct and test sct data to choose the transform
to' be employod.

The purpose of the loecar transform {(rcf. G) 1s
to provide a new set of data in which the spectral data
15 ecombined in such a manner that the dimension-reduced,
transforcad data has essentlally the same dliscrimina=

bility for the classes of interest to the user. This
has the desirable effect that the classifier can par-
form a classification cperation in which the accuracy

2.pf elassification usidg the smaller number of dimen=—
eions is equivalent to that obtained with a larger
number of unttansfermed dimensions.

The classifier performs a maximum~-likelihood

4

decision, assuming a multi-model Gaussian wuleivariate
distribution, This assumption has been well justilied
at this time by over 100 experiments using multispcoctral

“data at ERIM (ref, 2} and, as time goes onr, by wmare and

more experience at NASA and other centers, Although

‘simpler alporithms can perferm well for some data

sets, a significant percentage of applicaticons dermand
this powerful decision rule, No penalty in spced and
only a small additional cost ocecurs for using this
algorithm,

The actual computations are performed by sets of
time~shared arithmetic units arranped inm parallel
pipelires. Each stape supplies its results to a
subsequent stape for further processing. Precision
varics between 8 and 16 bits as the data progresses

: thgough the pipeline and acquires greater sipnificance,

- It'will accept 8 input signals and can classify
the results into one of 9 classes (including the null
class) at its output on ope nmede of operation. In
another mdde of operation it can accept four input
sigrals and classify the resuits into one of 17 ¢! isses
at its output. The decision rate Is 200 x 10%/seccnd
allowing classification of an entire ERTS frame in
less than one minute,

A three color video display using hich resolution
a shadow-mask CRT and a MOS storage for display-
refresh offers an interactive capabflity., The urnig
chosen at thils time Is the SANIER GX-100/200 serics
configured to hold a 5 bit color vector with 312 = 512
clements on the display,
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The display offers Image display, alphanumerics,
vector generation, 2 movable cursors, digital zoom
and move or moving window display and table lock=-up
of predetermined colors. This color display provides
the pajor interface for a fast man-machine interface.
A scene or portions of a scene can be displayed
almpst immediately from disc as the user requests it.
By having the ability te change colors gquickly on the
CRT through use of the table look-up, enhanced
pictures can be viewed which help locate training
sets of arbitrary shape. These enhanced pilctures

_may also be put in hard copy form.

A second interactive CRT is part of the system for
alphanumeric information display. .

An extremely important device for the MIDAS system
4s a fast color printer. There have been a number of
tethods proposcd for this function including CRT-coler
filter camera devices, multi-laser film devices, LED
color array systens for printing on filn and colored-
“ink printers. Of these, the most attractive method
ts the ink-jet printer since it produces a usable out-
‘put immediately with no delay for color processing.
This appears capable of producing a piecture of about
107 elements in 10 minutes or less. An alternative
possibility is a tulti-LED scanning film printer
using a2 Polaroid or Eastman fast ceolor development
method. . .

laving this fast turnaround for intermediate or

final recognition results will permit the user to be

_much more efficient. This is especially true when
enhanced false color maps of training areas can e
wade quickly. Present ERTS data sets can take up te
40 man hours or analysis to locate training sets
because of low contrast on single channel black and
white hardcopy, and because of the poor quality of
available hardcopy.

In developing a complex system of digital hardware
. such as MIDAS, it is necessary to provide a method or
set of methoads which provide a quantitavive report on,
the performance of the hardware for fast, low cost
waintenance. This set of methods comes under the
general category of machine diagnoscics,

A substantial nuzber of diagnostic programs have
been developed which make use of the diagnostic bus
desipgned into the system. The set of these diagnostics
can be breken down into the following four typess
1) an autematic in-place fault isolation diagnestic,

2) classifier sub-asscrbly diagnostics, 3) offi-line
individual card diagnostics, and 4) a classificacion
accuracy analysils package.

™ ' as

RECKNT DEVLLOMHENTS 3% PROCESSILG ME

The launch and subsequent long opcraiion of the
CERTS-1 multispecreal scanner have allowed uscrs teo
observe arcas of interest repeatedly at 80 meter
resolution. Because the ERTS MSS has four rather
broad speetril bands, extractive processing using
only spectral infermation frequently yields imperfoct
scparation of classes of materials ef interest.
Partially to cvercepe the degraded performance ok ERTS
spectral channels relative to those avallable form
typical aireraft scanners, uscrs have expleited the
gpatial informatien inkerent in the ERTS data alenp
with the spectral data. Further, using the repetitive
coverage capability of ERTS, seme uscrs have used the
tenpoxal variatien of spectral datd as inputs to the
pattern rocognition processory.

.
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Spectral-Spntiai Processing

from ERTS, with promising results.

ERIM has cxplored beth applications of infornatlon
In one of the

approaches we have tried spatial spectral precessing,

the

or quantified attributes of

key step is the formation of spatial "features'
the scene. Following the

supgestions of R, Haralick of the Universirty of
Kansas, spatial features were formed from ERTS data

over Michigan as shown in Table 1.

spat

ERTS band MS5-7 signal level in a % x

the

(Ref. 7). These
jal features were formed by measuring variations in
9 arrav with

pixel of intercst at the center. Then both

spectral and spatial sigantures were extracted fer
terrain categories in the Ann Arbor-Brighton, Michigan
area.

We mext ran an optimum feature seleetion program

based on an alporithm which selects the channel which,

along with the chaanels already selected,

the-

betwecn palrs of signatures.

mizes

average painwisc orobabilicy of misclassification
The results of the

optimum channel ordering are presentcd in Table 2.

Note that 2 of the first 4 f[eatures

9-14

15-2

No,

arc spatial features.

TABLE 1. SPATIAL FEATURLS DERIVED

mean signal level in each ER&S chanael over
9 x 9 array (uy — w7}

standard deviation over 9 x 9 array in each
ERTS channel (g4 - 67)

normalized indicator of inter-channel covariance
between ERTS channcls over ¢ x 9 array (R45-R57)

2 average power in 4 spatiél frequency bands {from
1/2 pixel ta 1/5 pixel) for bands MSS~5 and
USS=7 (Ry5-Qs5,2nd Q7 ~ Qsy)

TABﬂE 2. -ORDERING OF SPATTIAL-SPECTRAL FEATURES TOR

TERRAIN CLASSIFICATION USING JUNE MICHIGAN
ERTS DATA
of Channels

Feature No® Prob. of Miselass.

recopnition classifier
of Table 1.

1 1 77
2 11 41
3 20 24
4 A 18
5 8 14
6 2 13 .
7 22 : - 12
8 110 11
9 - 10
10 6 .8
11 3 .8
12 g F

‘%Sec Table ) for identify of fecatures.

Table 3 summarizes the performance of the pattem
using tht twenty-two festures
¥rom the number of spatial features uscd

in the classification, their position in the Rist of
optimum channels, and the performance of the classifier
usinp the spatial features, one nay obtain some
intuition of the utility of spatial features, when used
with spectral fecatures in pattern rvecopnition.

Vhile 1t would be premature to suggest that this

type of spatial-spectral processing we have perEOIncJ

vsing ERTS data will be cltimately

useiul in oll

discipline ateag particulirly duc to its ceargening of

-the

use

resolulicn, ve still cenclode that the combined
of spatial and spectrbl featwies in cenventionzl
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* TABLE 3. DPERTORMANCE OF CLASSIVFIER USING SPECTRAL/

SPATIAL FEATURES

TRUE CATEGORY
WATER SOIL UMBAN  FOREST  AG
p: - -
§ WATER 19 i 0 0 0
: ;&.' SOIL 0 0 o 2 4
&S| vmpax 0 0 21 0 0
o| FOREST 0 1 1 18 9
g AG 0 1 1 3 35
ol vNcLAss 2 2 1 1 1
[ %]
<} AveRraGE
PER 90% 17%  BI% 752 71%
CLASS

" OVERALL AVERAGE CORRECT CLASSIFICATION 76Z

pattern recopnition algorithms has definite promise ~
and should be explorved further., The work described
here was perforimed for the U. S, Army-MERDC, wunder .
subcontract to ERIM from Batelle Memorial Labs,

Spectral-Terporal Processing *

Because of the periodic coverage of ERTS, the
temporal variation of spectral signatures can be
utilized to lielp discriminate objects. . This capability
is enhanced sdch ERTS data over the previously available
afrcraft data because the periodic coverage 1s obtained
from a sun-synchronous orbit. TFurther, the data are
obtained from a relatively stable platform and at small
scan angles from the nadir {vypically + 5.53°}. Both
facts greatly ease the data registration problem ~-
that of merging data collected at two different times
&0 that pixcls are precisely overlaid.

To illustrate the advantape of multitemporal
spectral processing, consider the following example
of mapping of natural vegeration in northern Michigan.
{The work boing discussed here was performed for NASA
under grant NGR23-005-352).

Table 4 shows the signatures of a mixture of
hardveoods, conifers, and grass and shrub swamp on two
different dates -- June and March, Shown are the
mean values of the signatures, with the standard
deviations in parenthesis., Netice that in June, the
two classes signatures overlap appreciably in each
ERTS channel —— the mean difference betwoen
classes is less than the standard deviagion in ecach
channel. A pattern recognition device hopelessly
confuses these tvo classes in June.

But in March, the two classes are more separable,
as chown In the sccend half of Table 4, This
separation of scme classes at one time of year and
not at others can be exploited to improve maps of
natural vegetdtion aress. Mow the challenge is to un-
derstand hew vegetatfon signratweres change with time,
s0 that we may specifly exaetly when data are to be
collected, 7

A second advantage eof the periodic coverage is
the ability to monitor the develepment of agricultural
crops. While ¢loud coverage over agricultural
areas significantly influences the zmount of periodic
coverage avbilable, tle toverage cen still be used.
The potential eaists for crop yield cseimation and
prediction, bg comparing the Crop development, 8s sensed
from LRIS, with a erop calendar of normal developmeat. -
. HIDAS capn accept either spectral-spatibsl or spectral-
temporal data Bs easily @s speelrel alone,

LI 1, Al S + N - -

fABLE 4;- SICNATURES OF TWO VEGETATION CLASSES ON TWO

DAYS. o .
June MSS-5  MSS-5 MSS-6  MSS-7
‘Mdw/Conif/Crass  27.32- 17.82 49.62  27.53

€0.91) (1.45) (5.52)  {3.88)
Shrub/Swamp 27.69 17,25 47,06  25.75
: (1.20) (1.53) (5.69) (3,94
March
Hdw/Conif/Grass 29,96 28,07 29.93 15.82
(3.75) (3.11) (2.96)  (1.28)
Shrub/Swamp 23.69 20,25 22.19  11.38
- (1.74)  (6.06) (3.60)  (2.60) .

Mean signature values are shown, with standard
deviations in parenthesis,

USER MODEL DEVELOPMENT

One critical portion of the Earth Resources
Survey System is the User Model, which relates the
output of the extractive processors and ancillary data
to generate Information which a user can employ directly.
User rodels may be very simple -— if the user wants a
map of vegetatien types, the output of the extractive
processing way directly serve him directly, and the
user model is asbsent. But L1f a Department of Agri-
eculture official wants to know what is the prejected
wheat preduction in Kansas, the user model may
conbine the total productive acreape of wheat (obtained)
from a4 remote sensing System), with some farmers's
estimates of the yleld of particular fields, and some
estimates from the weather service of future wveather

- trends, to calculate the total production of wheat in
" Kansas.

As an example of a user model, consider
Figure 3. This model predicts the population of
migratory waterfowl, given the water supply conditiens,
the food supply conditiecns, and ancillary wvariables
such as number of nesting pairs, predation, and
mortality. Also shown in Figure 3 om the right are
elements of the decision model used by the USDI Bureau
of Sperts Fisheries and Wildlife. The model shown
is, at present, conceptual and represents the work of
BSFW personnel, ERIM and BSFW are working jointly
{undex NASA funding from ERTS and Skylab programs) to
develop remote sensing inputs to this medel,

Figure 3 shows at the left, inputs to the user
model. Asterisks indicate those types of information
cbtained from low altitude aircraft-borne observers
{supplemented by ground observations), and data
potentially derivable from remote sensing techniques.
The goal of the user model 1s to estimate the fall
population of mature and immature birds, 0ld birds
arc estimated by low altitude acrial survey and
ground counts of nosting pairs on a sampled basis.
Estimates of summer morcality are also made from
ground observations and past experience. The number
of breeding pairs, coupied with the May and July pond
numbers arc vsed to estirmate the number of new docks.
This information is aupmentcd by the number of breeds

“obtained on a sarpled basis from ground sutvey.

Hunting repulations are defined based on the
population size, the estimitg of karvesting of ducks
in Canada, and the earrying capaclty of the habitas.
Remote scensing has on impact In assessing capacity of
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habitat, especially {n the assessment of quantities
&nd distribution of natural vegetation,.

As an example of the annual production equatien,
Figure 4 shows a linear equatfon in several variables
vhich BSFY personnel have derived to predict new
production of mallard ducks, The coefficients of
the model are derived on the basis of historical
experience, If similar wmodels can be constructed
for other species, then the general user-decision
model of Figure 4 can become more operatiocnal,
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DATA INPUTS , _ s

Number of . estimate of Size - T R '
Individuals | — o emptof e Breeding : :
by Species® = Population (May) ,
A + :
i Fall Adult Population
r__.,‘.__._.J
I Estimate of Non- .
\ Hunting Summer o . .
; Mortality : ) - T . 7 -
- L . : .
Numberof | ] ’ .
- July Ponds** | ]
Percent Ponds l | e - ——
Remaining L Estimate of Tall immatare Estimate oi .
from May ta |- — | Anaual Production Population || Fall Flight of
July*s r (T;u-u July) (Estimate) Birds (U.58.)
+ +
Index to ]
ber of .
gt;g:)dcsl* ._} M Huntmg.';_
Estimate of Adjustments to Regulations
Harvest of Birds Allow for (3“_?-'-)
in Canzada o Fluctuation in -
- Carrving Capacity
of the Habitat
E
: FIGURE 3
DETERMINING HUNTING REGULATIONS BASED UPON THE ESTII\'[ATE"D
MAGNITUDE OF THE FALL FLIGHT OF MIGRATORY WATERFOWL
" #QObtained from aerizl obsarvations and ‘. ' *

adjusted based on sclecled ground counts

s+ Obiaincd from aerial gbservations ~—data
potentially derived using remole sensing
technigues

A :
Y = 7.926 + 1.468 Xl - 0.624}{2 - 0.028){3 + 0.016 X4

where ¢ = Predicled number of mallard young (millions)
xl = July ponds (millions) ; )

X‘Z = continental mallard breeding population (millions)

x3 = percent of ponds remaining from May to July-

¥, = index io number of broods {{housands} unadjustcd
4 1 } 3

EXAMPLE OF A MODEL FOR F‘ﬁEDlCTING
ANNUAL PRODUCTION OF YOUNG MALLARDS*

*After Geis, A. D., R. K. Martinson, and D. R, Anderson (1969)

FIGURE 4



